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1

Executive Summary

The National Energy Research Scientific Computing Center (NERSC) is the primary
computing center for the DOE Office of Science, serving approximately 4,500 users
working on some 550 projects that involve nearly 700 codes for a wide variety of
scientific disciplines. In addition to large-scale computing and storage resources,
NERSC provides critical support and expertise to help scientists make efficient use of
these resources.

In November 2012, NERSC, DOE’s Office of Advanced Scientific Computing Research
(ASCR), and DOE’s Office of High Energy Physics (HEP) held a program requirements
review to characterize HPC requirements for HEP research over the next five years. The
effort is part of NERSC’s continuing involvement in anticipating future user needs and
deploying necessary resources to meet these demands.

The review revealed several key requirements, in addition to achieving its goal of
characterizing HEP computing. The key findings are:

1. Researchers need access to significantly more computing and storage resources to
support HEP mission goals through 2017.

2. Scientists need vastly improved data I/O rates and better facilities for performing
data-intensive science.

3. Research teams need to run both large-scale simulations and massive numbers of
individual jobs.

4. NERSC must help enable and ease the transition to next-generation architectures.

In addition to these requirements, the review found that there are communities within
DOE HEP that are not traditional users of large HPC centers, yet have a profound need
for additional computing, storage, and analysis facilities. These “non-traditional” users
include researchers on the ATLAS and CMS experiments at the Large Hadron Collider
and related theory and those involved with current and planned cosmological sky
surveys.

This report expands upon these key points and adds others. The results are based upon
representative samples, called “case studies,” of the needs of science teams within HEP.
The case studies were prepared by participants at the review and contain a summary of
science goals, methods of solution, current and future computing requirements, and
special software and support needs. Participants were also asked to describe their
strategy for computing on the highly parallel, “massively multi-core” HPC architectures
expected in the next few years.

The report includes a section with NERSC responses to the review findings. NERSC has
many initiatives already underway that address key review findings and all of the action
items are aligned with NERSC strategic plans.
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2 High Energy Physics Program Mission and
Computational Priorities

Lali Chatterjee, DOE Office of High Energy Physics

The High Energy Physics (HEP) program mission is to understand how the universe
works at its most fundamental level. This is done by discovering the elementary
constituents of matter and energy, probing the interactions between them, and exploring
the basic nature of space and time. This quest takes us from micro scales deep inside
hadrons, to cosmic scales of millions of light years via a worldwide program of particle

physics research.

HEP research probes the universe to understand fundamental particle properties, discover
new phenomena and learn about the ‘dark universe’ through three complementary

frontiers - Energy, Intensity and Cosmic Frontiers.

At the Energy Frontier, collider and fixed target experiments create new particles, reveal
their interactions, and investigate fundamental forces; at the Intensity Frontier,
experiments explore fundamental forces and particle interactions by studying events that
rarely occur in nature; and at the Cosmic Frontier, observations and measurements offer
new insight and information about the nature of dark matter and dark energy. The strong
connections between these key questions necessitate coordinated initiatives across the
three complementary frontiers to answer some of the most basic questions about the

world around us.

HEP research proceeds along experimental paths - accelerator based and observational,
along with theory and computation. Experiments and Projects are characterized by large
collaborations — often international. Computing is an integral and inescapable part of
High Energy Physics, which is a data and compute intensive science. Due to the need to
push the boundaries of discovery and probe matter at the highest energies and intensities,
HEP invents new technologies to enable the science. These include accelerator and
detector technology, computational and data tools, as well as a system of distributed

computing worldwide.

HEP values the High Performance resources available through NERSC, and the
opportunity to help shape the choice of next generation of hardware through these
NERSC Science Requirement Reviews. Allocation requests to HEP for NERSC use
always exceed what is available and for 2013 requests are approximately double the
availability. Traditionally the heaviest use of NERSC computing has been made by
specific subsections of the HEP community who are well versed in the use of High
Performance Computing (HPC) and in fact experts in some cases. These include the
Lattice Gauge Theory community, Cosmic Frontier Simulations for specific experiments
as well as those with wider reach, and accelerator modeling and simulation. Some of

these users also represent the current HEP ‘SciDAC’ communities.

Large Scale Computing and Storage Requirements for High Energy Physics: Target 2017



The NERSC Allocation process within HEP is becoming increasingly cognizant of the
computing needs of all sections of the HEP research community. In part this is due to the
awareness by the traditionally High Throughput Computing (HTC) communities that they
too find NERSC resources valuable. Some of these groups — most notably the HEP
theorists carrying out Monte Carlo Simulations that are used by experimentalists are
beginning to use NERSC. HEP and ASCR have started a joint partnership effort to
research into transforming the GEANT 4 code into one efficient to run on multi core and
HPC platforms. In parallel, the Energy Frontier experimental community is preparing to
avail of NERSC allocations, as are our two major Cosmic Frontier experiments. These
‘new’ user groups are expected to be very active users of NERSC for the time frame of
this planning exercise.

HEP is an exciting program pushing ahead all three scientific frontiers. After decades of
‘we have to find the Higgs Boson’, we have now found ‘A Higgs Boson’. We have also
found a long sought neutrino mixing angle. Our success has always been tied to advances
in computing and other technology. As experiments become more precise and data
volumes cross petabytes, HEP faces new computing, simulation, and data challenges.
Current and future NERSC computers are expected to be a key resource for the HEP
community.

For more information about HEP please visit http://science.energy.gov/hep.
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3 About NERSC

The National Energy Research Scientific Computing (NERSC) Center, which is
supported by the U.S. Department of Energy’s Office of Advanced Scientific Computing
Research (ASCR), serves more than 4,500 scientists working on over 550 projects of
national importance. Operated by Lawrence Berkeley National Laboratory (LBNL),
NERSC is the primary high-performance computing facility for scientists in all of the
research programs supported by the Department of Energy’s Office of Science. These
scientists, working remotely from DOE national laboratories; universities; other federal
agencies; and industry, use NERSC resources and services to further the research mission
of the Office of Science (SC). While focused on DOE's missions and scientific goals,
research conducted at NERSC spans a range of scientific disciplines, including physics,
materials science, energy research, climate change, and biological sciences. This large
and diverse user community runs hundreds of different application codes. Results
obtained using NERSC facilities are citied in about 1,500 peer reviewed scientific papers
per year. NERSC activities and scientific results are also described in the center’s annual
reports, newsletter articles, technical reports, and extensive online documentation. In
addition to providing computational support for projects funded by the Office of Science
program offices, NERSC directly supports the Scientific Discovery through Advanced
Computing (SciDAC) and ASCR Leadership Computing Challenge Programs, as well as
several international collaborations in which DOE is engaged. In short, NERSC supports
the computational needs of the entire spectrum of DOE open science research.

The DOE Office of Science supports three major High Performance Computing Centers:
NERSC and the Leadership Computing Facilities at Oak Ridge and Argonne National
Laboratories. NERSC has the unique role of being solely responsible for providing HPC
resources to all open scientific research areas sponsored by the Office of Science.

This report illustrates NERSC alignment with, and responsiveness to, DOE program
office needs; in this case, the needs of the Office of High Energy Physics. The large
number of projects supported by NERSC, the diversity of application codes, and its role
as an incubator for scalable application codes present unique challenges to the center.
However, as demonstrated its users’ scientific productivity, the combination of
effectively managed resources, and excellent user support services the NERSC Center
continues its 40-year history as a world leader in advancing computational science across
a wide range of disciplines.

For more information about NERSC visit the web site at http://www.nersc.gov/.
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4 Meeting Background and Structure

In support of its mission and to maintain its reputation as one of the most productive
scientific computing facilities in the world, NERSC regularly collects user requirements
from a variety of sources. Methods include scrutiny of the NERSC Energy Research
Computing Allocations Process (ERCAP) allocation requests to DOE; workload
analyses; and discussions with DOE program managers and scientist customers who use
the facility.

In November 2012, the DOE Office of Advanced Scientific Computing Research (ASCR,
which manages NERSC), the DOE Office of High Energy Physics (HEP), and NERSC
held a review to gather HPC requirements for current and future science programs funded
by HEP. This report is the result.

This document presents several findings, based upon a representative sample of projects
conducting research supported by HEP. The case studies were chosen by the DOE
Program Office Managers and NERSC staff to provide broad coverage in both
established and incipient HEP research areas.

Each case study contains a description of scientific goals for today and for the future, a
brief description of computational methods used, and a description of current and
expected future computing needs. Since supercomputer architectures are trending toward
systems with chip multiprocessors containing hundreds or thousands of cores per socket
and perhaps millions of cores per system, participants were asked to describe their
strategy for computing in such a highly parallel, “massively multi-core” environment.

Requirements presented in this document will serve as input to the NERSC planning
process for systems and services, and will help ensure that NERSC continues to provide
world-class resources for scientific discovery to scientists and their collaborators in
support of the DOE Office of Science, Office of Biological and Environmental Research.

NERSC and ASCR have been conducting requirements reviews for each of the six DOE
Office of Sciences offices that allocate time at NERSC (ASCR, BER, BES, FES, HEP,
and NP). The process began in May 2009 and concluded in May 2011 for requirements
with a target of 2014. A second round of meetings, of which this one was the second,
began in September 2012 with a target for user needs in 2017.

Specific findings from the review follow.
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5 Meeting Demographics

5.1 Participants
5.1.1 DOE / NERSC Participants and Organizers

Name Institution Area of Interest
Lali Chatterjee DOE / HEP HEP Program Manager
Sudip Dosanjh NERSC NERSC Director
Richard Gerber NERSC Review Facilitator
Dave Goodwin DOE / ASCR NERSC Program Manager
Associate Director for ASCR
Barbara Helland DOE / ASCR (Acting),
Director ASCR Facilities Division
James Siegrist DOE / HEP Associate Director for HEP
Harvey Wasserman NERSC Review Facilitator

5.1.2 Domain Scientists

Name Institution Area of Interest NERSC Repo(s)
Julian Borrill Lawrence Berkeley Cosmic Background Euclid, usplanck,
National Laboratory, Radiation data analysis mp107, planck,
UC Berkeley cosmosim
Richard Brower Boston University Lattice methods for QCD -
and statistical mechanics,
quantum field theory of
strings and particles
Andrew Connolly University of Data management and m1727
Washington analysis for LSST
Scott Dodelson Fermi National Dark Energy Survey Data des
Accelerator Laboratory | Analysis
Cameron Geddes Lawrence Berkeley Laser-driven plasma wake m558
National Laboratory field accelerators
Steven Gottlieb Indiana University Lattice QCD mp13
Salman Habib Argonne National Cosmic Structure Probes of des, cusp, cosmosim,
Laboratory the Dark Universe hacc
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Stefan Hoeche

SLAC National
Accelerator Laboratory

Particle physics
phenomenology, in
particular perturbative QCD
and the construction of
Monte Carlo event
generators

m1738, m1758

Thomas LeCompte Argonne National Physics Coordinator, m1092
Laboratory ATLAS Experiment
Kwok Ko SLAC National Advanced Modeling for m349
Accelerator Laboratory | Particle Accelerators
Peter Nugent Lawrence Berkeley Discovery and observation m937, m1052, m779,
National Laboratory of supernovae, ml1276
computational cosmology
Michele Papucci Lawrence Berkeley Supersymmety Studies at ml1610
National Laboratory the LHC
Rob Roser Fermi National CDF Spokesperson, senior -
Accelerator Laboratory | scientist and head of
Scientific Computing
Division at Fermilab
Elizabeth S Sexton- Fermi National CMS experiment at the -
Kennedy Accelerator Laboratory | LHC, HEP data access and
preservation
Panagiotis Fermi National Fermilab Accelerator and m1646
Spentzouris Accelerator Laboratory | Detector Simulation and
Support, PI of the SciDAC2
ComPASS project.
Doug Toussaint University of Arizona Lattice QCD mpl3, m1647
Frank Tsung UCLA Particle-driven plasma wake mpl13
field accelerators
Craig Tull Lawrence Berkeley Scientific software dayabay

National Laboratory

frameworks, manager of
software and computing for
Daya Bay

Torre Wenaus

Brookhaven National
Laboratory

Physics Support and
Computing Manager, U.S.
ATLAS Operations Program

5.1.3 Observers

Name

Institution

Area of Interest

Lothar Bauerdick

Fermi National Accelerator Laboratory

CMS Center Director

Kenneth Bloom

University of Nebraska-Lincoln

U.S. CMS Tier-2 program leader

Jean Cottam

National Science Foundation

Computational and Data-Enabled
Science and Engineering (CDS&E)

Peter Elmer

Princeton University

Saul Gonzalez

National Science Foundation

Physics

Experimental Elementary Particle

Randall Laviolette

DOE ASCR

Program Manager SciDAC
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Application Partnerships

High Energy Physics

Steven Lee DOE ASCR Program Manager
Lucy Nowell DOE ASCR Program Manager
Larry Price DOE HEP Program Manager Computational

Nigel Sharp

National Science Foundation

Program Director for the LSST

Ceren Susut-Bennett | DOE ASCR SC Program SAPs

Kathleen Turner DOE HEP Program Manager High Energy
Physics

Mark Zisman DOE HEP General Accelerator R&D

5.2 NERSC Projects Represented by Case Studies

NERSC projects represented by case studies are listed in the table below, along with the
number of NERSC hours each used in 2012. These projects accounted for about 85
percent of computer time used by HEP at NERSC that year.

Principal Hours Archival Shared
NERSC Project Proiect Inves t? l:t‘or Used at Data at Data on
ID (Repo) 1 or l’b: ter] | NERSCin | NERSC2012 | oo 5 p
presente 2012 (M) (TB)
Isst, boss,
bigboss, des, Experimental Cosmolo, Peter Nugent 2 40 20
dessn, ptf, desi, P 8V g
COSMo
cosmosim, cusp, | Cosmological Simulations for Salman Habib 24 70 120
hacc Sky Survey
planck, usplanck, | Cosmic Microwave . .
mpl07 Background Analysis Julian Borrill 13 350 200
m1400 Supernova Studies Stan Woosley 13 100 3
. Doug Toussaint,
mpl3, m1647 Lattice QCD Steve Gottlich 75 23 6
Community Petascale Project Panagiotis
m778, m1646 for Accelerator Science and S entiouris 3.8 30 10
Simulation (ComPASS) P
Laser Driven Plasma Cameron
m558 Accelerator Simulations Geddes 12 160 2
mpl13 Plasma Based Accelerators Warren Mori 8.3 90 0
[Frank Tsung]
349 Advqnced Modeling for Kwok Ko 31 38 5
Particle Accelerators
Intensity Frontier Data .
dayabay Analysis Craig Tull 1 214 500
Total of projects represented by case studies 155 1,315 866
NERSC 2012 HEP Total 184 4,000
Percent Represented at Review 84% 33%
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6 Findings

6.1 Summary of Requirements

The following is a summary of requirements for production computing, storage, and HPC
services derived from the case studies.

6.1.1

6.1.2

6.1.3

Researchers need access to significantly more
computational and storage resources to support HEP
mission goals through 2017.

a) HEP research teams will need almost 43 billion hours of computing time in
2017, more than 200 times what they used in 2012 at NERSC.

b) Data storage needs are exploding as well, with a need for 225 PB of
archival storage space in 2017, a factor of 57 times more than used at
NERSC in 2012.

c) Access to these additional resources are critical enablers of high-profile
scientific missions and facilities supported by HEP: e.g., the ATLAS and
CMS experiments at the LHC; the LSST, DES, Planck cosmology projects
and their follow-ons; the design of future accelerators; and a number of
intensity frontier experiments like Daya Bay.

d) Progress in design, analysis, and control of systematic errors is already
constrained by limited access to computing resources.

Scientists need vastly improved data I/O rates and better
facilities for performing data-intensive science.

a) Without better I/O performance ever-larger simulations will not be able to
output results and perform checkpoints in a reasonable amount of time,
thus wasting simulation time while waiting on 1/O. Time spent on I/O
beyond 10 to 20 percent of the total run time is not acceptable.

b) Access times to archival storage must improve. Currently many research
teams forgo use of cost- and energy-efficient tape storage technologies
because of unacceptably long retrieval times.

¢) Research teams need to efficiently process large data sets (both in volume
of data and numbers of files), perform visualization and analysis on them,
and share them among collaborators and the public. Researchers need
databases and web portals.

d) The ability to archive and manage data is needed. Data sharing, curation,
and provenance must be accommodated.

Research teams need to run both large-scale simulations
and massive numbers of individual jobs.

a) Very large simulations — e.g., for cosmology or lattice QCD — are required
to support interpretation of experimental results and test parameters of
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6.1.4

fundamental theories. These simulations will need to run millions of
concurrent tasks/threads to complete their calculations.

b) High throughput computing (HTC); i.e., the ability to run massive numbers
of jobs concurrently and/or quickly, is needed to support HEP data
analysis, detector simulation design and response modeling, parameter
studies, uncertainly quantification, and code verification and validation.

NERSC must help enable and ease the transition to next-
generation architectures.

a) Since most codes will need to be rewritten or extensively modified to run
efficiently on next-generation architectures, HEP research teams will need
assistance transitioning their codes.

b) Access to early testbed machines is required for code development to
prepare codes to run efficiently (or at all) on next-generation large
production systems.

¢) NERSC must supply training, support, and documentation to enable this
transition.

6.2 Other Significant Observations

a) “Non-Traditional HPC” Communities: There are communities within DOE HEP
that are not traditional users of large HPC centers that now have a profound need
for computing, storage, and analysis facilities.

ATLAS and CMS estimate a need for five times their 2012 usage of about 2.5
billion hours worldwide, or about 12 billion hours. They will need to store 190
PB of data.

The ATLAS/CMS tier-1 and tier-2 compute usage of 2.5 billion hours in 2012
is equal to about twice the number hours NERSC delivered that year. In other
words, worldwide computing for LHC HEP was the equivalent of about two
NERSCs.

This historic growth rate of HPC computing power (32X in five years) is
greater than the projected growth rate of 5X need for ATLAS/CMS
computing.

There is a similar need for computing, storage, and analysis facilities for
several research projects in the Cosmology Frontier, including LSST, DES,
and BOSS.

b) GPU-based clusters are having a profound effect on a portion of the LQCD
workload, the “analysis” phase. The increased capacity afforded by GPUs has
resulted in changes in computational workflow and a significant increase in I/O
demands in both intermediate and long term storage.

6.3 Computing and Storage Requirements

The following table lists the 2017 computational hours and archival storage needed at
NERSC for research represented by the case studies in this report.  “Total Scaled
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Requirement” at the end of the table represents the hours needed by all 2012 HEP
NERSC projects if increased by the same factor as that needed by the projects
represented by the case studies.
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6.3.1 Computing

Computing Needed in 2017

Case Study Title PI NERSC MPP
Equivalent
Factor Increase
Hours
(Millions)
Experimental Cosmology Nugent 82 41
Cosmological Simulations for Sky Survey Habib 10,000 417
Cosmic Microwave Background Analysis Borrill 500 38
Supernova Studies Woosley 200 15
Lattice QCD Toussaint, Gottlieb 24,000 320
Community Petascale Project for Accelerator Science and .
Simulation (ComPASS) RIS 2 &z
Laser Driven Plasma Accelerator Simulations Geddes 1,000 83
Plasma Based Accelerators Mori 166 20
Advanced Modeling for Particle Accelerators Ko 5 1.6
Intensity Frontier Data Analysis Tull 8 8
Perturbative QCD and Phenomenology Hoeche 15 -
Total Represented by Case Studies 36,000
% of NERSC HEP Represented by Case Studies 84%
All HEP at NERSC Total Scaled Requirement 2017 42,735 232
Energy Frontier Data Analysis (Worldwide) 75,000 50
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6.3.2 Storage

Archival Data Storage

Shared Online Data

. Needed in 2017 Storage Needed in 2017
Case Study Title PI F F
TB actor TB actor
Increase Increase

Experimental Cosmology Nugent 1,000 25 500 25
Cosmological Simulations for Sky Surveys Habib 10,000 143 10,000 83
Cosmic Microwave Background Analysis Borrill 50,000 91 5,000 25
Supernova Studies Woosley 2,000 20 200 67

. Toussaint,
Lattice QCD Gotlieb 200 8.7 20 3.2
Community Petascale Project for
Accelerator Science and Simulation Spentzouris 500 17 100 10
(ComPASS)
quer D'riven Plasma Accelerator Geddes 5,000 3] 600 300
Simulations
Plasma Based Accelerators Mori 1,800 20 0 0
Advanced Modeling for Particle Ko 50 13 20 4
Accelerators
Intensity Frontier Data Analysis Tull 4,000 19 2,000 4
Perturbative QCD and Phenomenology Hoeche 5,000 - 200 -
Total Represented by Case Studies 74,500 18,640
% of NERSC HEP Represented by Case Studies 33% unknown'
All HEP at NERSC Total Scaled Requirement 2017 227,000 57 unknown' 21.5
Energy Frontier Data Analysis (Worldwide) 190,000 2.5

! Aggregate HEP shared usage in the /project file system was not available.
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7 NERSC Plans and Initiatives

Pertinent to the summary requirements given above NERSC has a number of initiatives
and plans underway. They are briefly mentioned here.

7.1 Computational and Storage Resources

Through 2011 NERSC delivered to the DOE science community a Moore’s Law-like
two-fold year-to-year increase in computational hours. Due to a combination of funding
and technological constraints, 2012 usage was about a factor of two less than that trend
would have predicted. The acquisition of the Edison system in 2013 will increase 2012
allocations by about a factor of 2.5 and the target for the NERSC-8 system, scheduled to
be in operation in 2016, will put NERSC back on, or near, the historical trend, depending
on actual realized funding. See (Figure 1).

Meanwhile, the needs of the HEP community continue to grow. In the first HEP review
from 2009, researchers estimated a need for 2.4 billion hours at NERSC in 2014. Given
that HEP currently receives about 15 percent of the NERSC total allocation, HEP projects
will be awarded on the order of 450 million hours for 2014, less than 20 percent of their
stated need. By 2017, HEP researchers estimate needing more HPC computing cycles
(42.5 billion) than will be provided by the entire NERSC-8 system under current budget
scenarios.

NERSC expects to continue to grow its archival storage capacity at historical rates
(Figure 2). As with computing, the HEP requirement for 2017 is expected to far above
the trend line.

7.2 1/0 Rates and Data-Intensive Science

NERSC continues to scale I/O subsystems to meet the demands of ever-larger
simulations. The Edison system, which will be in production in 2014, features a scratch
file system with more than twice the bandwidth (>140 GB/sec) of the Hopper system and
more than three times the storage space (6.4 PB vs. 2 PB).

NERSC continues to be a leader in data-driven web science portals (see
http://portal.nersc.gov/) and is working to provide a scalable infrastructure that will
support science teams’ needs for building interfaces to access and share data. Work
toward deploying scalable parallel databases for science is also underway.

7.3 HPC and HTC Workloads
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Jobs run at NERSC use both large-scale HPC as well as HTC workflows and NERSC
recognizes both are important for scientific productivity. NERSC has supported HTC
through various activities (with, for example, the Joint Genome Institute, the Materials
Project, the Daya Bay neutrino experiment, ATLAS, and ALICE) and will continue to
help integrate HTC onto leading-edge NERSC systems where appropriate through
workflow tools, “task farmers,” and ‘“compatibility” software like Cray’s Cluster
Compatibility (CCM) mode.

7.4 Application Readiness

NERSC already has an “application readiness” team that will be working with a small
number (about 10) of codes teams to prepare applications for the next generation of HPC
systems. Lessons learned and best practices will be incorporated into the NERSC web
site and will form the basis for NERSC training efforts in preparation for the NERSC-8
system. NERSC also plans to provide testbed systems for users when further details about
the next large system are available.

7.5 Non-Traditional Workloads

The computing and store requirements of “non-traditional” workloads (e.g., LHC data
analysis, Intensity Frontier experiments) exceed the capacity of their secured resources
over the next 5-10 years. NERSC, with its past experience in this area and in its unique
role of supporting all SC research, is a natural potential source of resources for these
workloads. Making resources available to these communities would have to come from
the HEP NERSC program managers through the normal NERSC ERCAP allocation
process or from an additional funding stream.
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Figure 1 Historical usage (solid lines with markers) and trend lines for NERSC usage in MPP Hours,
hours normalized to one Hopper core-hour.
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High Energy Physics (HEP) and All NERSC Archival Storage
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Figure 2 All NERSC (green line) and HEP data (blue) stored on NERSC's HPSS archival storage
system. The crosses are usage estimated from the requirement reviews. The red line shows that the
anticipated growth exceeds the historical growth rate.
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8 Cosmic Frontier Case Studies

The following four case studies are representative of major research efforts in the Cosmic
Frontier over the next five years.

8.1 Cosmological Simulations for Sky Surveys

Principal Investigator: Salman Habib (ANL)

Key Investigators and Institutional Pls:

Jim Ahrens (LANL), Ann Almgren (LBNL), Scott Dodelson (FNAL), Nick Gnedin
(FNAL), Katrin Heitmann (ANL), David Higdon (LANL), Peter Nugent (LBNL), Rob
Ross (ANL), Anze Slosar (BNL), Risa Wechsler (SLAC), Martin White (UC Berkeley)

NERSC Repositories:

1) Cosmological Simulations for Sky Surveys (cosmosim)

2) SciDAC-3: Computation-Driven Discovery for the Dark Universe (cusp)

3) Dark Energy Survey (des, not covered here)

4) Analysis and Serving of Data from Large-Scale Cosmological Simulations (hacc,
NERSC Data Pilot project)

8.1.1 Project Description

8.1.1.1 Overview and Context

The current science thrusts of DOE HEP’s Cosmic Frontier program are dark matter and
dark energy, high energy cosmic and gamma rays, and studies of the cosmic microwave
background (CMB). As a core aspect of the Cosmic Frontier, modern cosmology is one
of the most exciting areas in all of physical science. Progress over the last two decades
has resulted in cementing a ‘Consensus Cosmology’ that, defined by only half a dozen
parameters, is in excellent agreement with a host of cross-validated observations.
Although the fact that a simple model can be so successful is already remarkable, three of
its key ingredients — dark energy, dark matter, and inflation — point to future
breakthrough discoveries in fundamental physics, as all require ingredients beyond the
Standard Model of particle physics.

As drivers of progress along the broad front of the Cosmic Frontier research program,
large-scale computing and data storage are of central importance. Computational
cosmology functions in three key roles:

1) Providing the direct means for cosmological discoveries that require a strong
connection between theory and observations (‘precision cosmology’);

2) As an essential ‘tool of discovery’ in dealing with large datasets generated by
complex instruments; and,

3) As a source of high-fidelity simulations that are necessary to understand and
control systematics, especially astrophysical systematics.
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High-end computing and storage are key components of cosmological simulations, which
are among the largest computations being carried out today. These can be classified into
two types: gravity-only N-body simulations, and ‘hydrodynamic’ simulations that
incorporate gas dynamics, sub-grid modeling, and feedback effects. Because gravity
dominates on large scales, and dark matter outweighs baryons by roughly a factor of five,
gravity-only N-body simulations provide the bedrock on which all other techniques rest.
These simulations can accurately describe matter clustering well out into the nonlinear
regime, possess a wide dynamic range (Gpc to kpc, allowing coverage of survey-size
volumes), have no free parameters, and can reach sub-percent accuracies. Several post-
processing strategies exist to incorporate additional physics on top of the basic N-body
simulation. Whenever the dynamics of baryons is important, substantially more complex
computations are required. ‘Gastrophysics’ is added via either grid-based adaptive mesh
refinement (AMR) solvers or via particle-based methods such as smoothed-particle
hydrodynamics (SPH). Both classes of simulations require cutting-edge resources, and
face limits imposed by the size and performance of even the largest and fastest
supercomputers. Because large datasets with ever increasing complexity are routinely
created by these simulations, major storage and post-processing requirements are
associated with them. These are already at the ~PB level, and are bound to increase
steeply with time.

8.1.1.2 Scientific Objectives for 2017

The global “project,” which consists of three repositories at NERSC, and simulation and
storage allocations at other centers (via ALCC, INCITE, and other awards), is targeted at
multiple cosmological probes that are connected to the data stream from large-scale sky
surveys, both ongoing and planned for the future. Ongoing surveys include the Baryon
Oscillation Spectroscopic Survey (BOSS), the Dark Energy Survey (DES), and the South
Pole Telescope (SPT). Future surveys include the Large Synoptic Survey Telescope
(LSST) and the Mid-Scale Dark Energy Spectroscopic Instrument (MS-DESI)
spectroscopic survey. To a very large extent, the simulation program is tied to the
discovery science potential of these surveys. The different cosmic probes are each
associated with a major computational campaign, of varying specificity. Below, we list a
subset of important probes and associated computational projects that provide a flavor of
the challenges ahead, leading on to the specific workplan that would eventually be
implemented in 2017.

Baryon acoustic oscillations (BAO) accessed from galaxy surveys [BOSS, DES, MS-
DESI, LSST] together provide a precision measurement of the geometry of the Universe
at z < 1.6. The challenge here is the ability to run large-volume N-body simulations that
can precisely determine the BAO signature in the power spectrum or the corresponding
peak structure in the correlation function. At z > 2, the BAO signature can be extracted
from the spatial statistics of the quasar Ly-a forest (BOSS, MS-DESI) — a probe of the
intervening intergalactic medium (IGM). This requires running large hydrodynamics
simulations to model the distribution of neutral hydrogen. Cluster counts (DES, LSST)
provide measurements of both geometry and structure growth. Here, large-volume N-
body simulations are required to provide sufficient statistics, and hydrodynamic
simulations are necessary to characterize observable-mass relations. Weak gravitational
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lensing (DES, LSST) has multiple uses — measurements of geometry, structure growth,
and cluster masses. All of these need large N-body and hydrodynamic simulations to
accurately predict the mass distribution responsible for the lensing signal. Redshift-space
distortions (BOSS, DES, LSST, MS-DESI) measure the growth of structure and can test
theories of modified gravity; these require large-volume N-body simulations to determine
and characterize individual galaxy velocities. Ly-a forest measurements of the matter
power spectrum (BOSS, MS-DESI) are sensitive to small length scales and hence to
probing the neutrino mass and thermal weakly interacting massive particle (WIMP) mass
limits. Properly exploiting this probe demands hydrodynamics simulations with radiative
transfer to interpret quasar spectra.

A significant computational task relates to the analysis of large datasets sourced by sky
surveys and by simulations. The observational datasets are expected to range from ~1 PB
for DES and ~100 PB for LSST, while simulation data generation is constrained only by
storage and I/O bandwidth and can potentially produce much larger datasets. Traditional
high performance computing platforms are quite unsuited to data-centric computations,
and new approaches to scalable data-intensive computing are needed, certainly by 2017,
if not much sooner. It is also apparent that managing a complex workflow with very large
datasets will be a significant component of computing at the cosmic frontier. Aside from
the intrinsic difficulties in theoretical modeling of the individual and collective science
cases and dealing with large observational datasets, there is a major added complication:
Data analysis in cosmology is in fact a high-dimensional problem of statistical inference
where one solves for cosmological and modeling parameters, requiring many solutions of
the forward model (predictions for the observations) within a Markov chain Monte Carlo
(MCMC) framework. A large number of (de-rated) simulation runs are also needed to
determine error covariances. These requirements motivate the development of a new set
of fast statistical techniques that at the same time can provide results with small,
controlled errors. These sorts of techniques will have become ubiquitous by 2017.

8.1.2 Computational Strategies (now and in 2017)

8.1.2.1 Approach

Computational cosmology is not by any means a single computational problem, but
rather an interconnected and complex task combining forward predictions, observations,
and scientific inference, all within the arena of high performance computing and very
large datasets. The primary concern here is with structure formation-based probes; all of
these essentially measure — directly or indirectly — the dark matter-dominated density
field, or quantities related to it. The success of the overall approach rests on a solid first
principles understanding of the basis of structure formation: very close to Gaussian initial
fluctuations laid down by inflation (or some other process), to be later amplified by the
gravitational instability giving rise to the complex structures observed today (the growth
rate of structure is a competition between the attraction of gravity and the expansion of
space). In a standard cosmological analysis, this process is fully described by general
relativity and atomic physics.

The central computational problem is to generate accurate initial conditions (multi-scale,
multi-species, as needed) and then to solve the Vlasov-Poisson equation for the purely
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gravitating species (dark matter) and include, along with gravity, gasdynamics, feedback,
radiative processes, and sub-grid models for the baryonic matter. Because of the
conflicting requirements of simulation volume and detailed treatment of small-scale
physics, gravity-only N-body codes are used to handle the larger volumes, whereas hydro
simulations are run at smaller volumes. One significant simulation task is to build a
picture that can consistently include the information from hydro simulations within N-
body runs. The data generated by the simulations can be very large and the global
analysis task (e.g., constructing synthetic sky catalogs) is itself as complex as carrying
out the simulation runs. Thus building the analysis frameworks is also a significant aspect
of the overall computational strategy.

Finally, extracting science by combining simulation results and observational data is a
separate endeavor, requiring the use of an MCMC framework (and alternatives), where
forward predictions must be generated tens to hundreds of thousands of times. The
complexity of a single prediction, both in terms of physics and numbers of parameters,
obviously precludes brute force simulation runs as a viable approach. To overcome this
problem, the ‘Cosmic Calibration Framework’ has been recently developed. The main
idea behind the framework is to cover the cosmological and astrophysical model space in
an efficient manner by using sophisticated statistical sampling methods and techniques
for functional interpolation over high-dimensional spaces. In addition, because the
cosmological ‘response surface’ is relatively smooth, and the current observational
constraints limit the prior range substantially, the number of required simulations can be
brought down into the hundreds, and allows MCMC analyses to be carried out with very
fast numerical oracles for cosmic probes, the so-called emulators. Simulation campaigns
to generate these emulators will be a key component of the planned work for 2017.

8.1.2.2 Codes and Algorithms

Large-scale cosmological N-body codes are essential for the success of all future
cosmological surveys. As supercomputer architectures evolve in more challenging
directions, it is essential to develop a powerful next generation of these codes that can
simultaneously avail various types of many-core and heterogeneous architectures. This is
the driver behind the development of the HACC (Hardware/Hybrid Accelerated
Cosmology Codes) framework. HACC’s multi-algorithmic structure also attacks several
weaknesses of conventional particle codes including limited vectorization, indirection,
complex data structures, lack of threading, and short interaction lists. It combines MPI
with a variety of local programming models (e.g., OpenCL, OpenMP) to readily adapt to
different platforms. Currently, HACC is implemented on conventional and Cell/GPU-
accelerated clusters, on the Blue Gene architecture, and is running on prototype Intel
MIC hardware. HACC is the first, and currently the only large-scale cosmology code
suite worldwide that can run at scale (and beyond) on all available supercomputer
architectures.

HACC uses a hybrid parallel algorithmic structure, splitting the gravitational force
calculation into a specially designed grid-based long/medium range spectral particle-
mesh (PM) solver (based on a new high performance parallel 3D FFT, high-order Greens
function, super-Lanczos derivatives, and k-space filtering) that is common to all
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architectures, and an architecture-tunable particle-based short/close-range solver. The
grid is responsible for four orders of magnitude of dynamic range, while the particle
methods — a blend of direct particle-particle and recursive coordinate bisection (RCB)
tree/fast multipole (implemented via the pseudo-particle method) algorithms — handle the
critical two orders of magnitude at the shortest scales where particle clustering is
maximal and the bulk of the time-stepping computation takes place. Using a benchmark
run of 3.6 trillion particles, HACC has demonstrated outstanding performance at close to
14 PFlops/s on the BG/Q (69% of peak) using more than 1.5 million cores and MPI
ranks, at a concurrency level of 6.3 million. This is the highest level of performance yet
attained by a science code on any computer. Production runs on Hopper with 30 and 68
billion particles have recently been carried out and test runs on Edison will begin soon.
HACC development continues in several directions (optimization for Titan, /O
optimization, load balancing improvements, mapping to new architectures). An integrated
in situ analysis framework, essential to reduce the I/O and storage workloads, is another
HACC feature.

Aside from HACC, we also use Gadget, a public domain code developed primarily by
Volker Springel, and TreePM, a similar code developed primarily by Martin White. Both
codes use the TreePM algorithm and can scale to ~100K cores in MPI/OpenMP mode.

The collaboration brings together two state of the art cosmological hydrodynamics codes,
ART and Nyx. The aim is to use and develop them in synergistic ways, so that they are
applied to suit their respective strengths, yet with enough overlap such that results can
always be tested with more than one code. The Adaptive Refinement Tree (ART) code is
a high-performance cosmology code originally developed in the mid-nineties.
Hydrodynamics capabilities were added later, and the code now includes several
additional aspects of the physics relevant for the formation of galaxies and clusters.
Examples of recent results from ART include an early study of the baryonic effects on
weak lensing measurements and a new low-scatter X-ray mass indicator for galaxy
clusters. Nyx is a newly developed N-body and gas dynamics code designed to run large
problems on tens of thousands of processors. It is based on the BoxLib framework for
structured grid adaptive mesh methods, supported as part of the SciIDAC FASTMath
Institute, and underlies a number of DOE codes in astrophysics and other areas. The use
of BoxLib enables Nyx to capitalize on extensive previous efforts for attaining high
performance on many processors. The parallelization strategy uses a hierarchical
programming approach; excellent weak scaling of the hydrodynamic framework has been
demonstrated up to 200K processors. Nyx has been successfully tested using two
cosmology code comparison suites.

Both ART and Nyx follow the evolution of dark matter particles gravitationally coupled
to a gas using a combination of multi-level particle-mesh and shock-capturing Eulerian
methods. High dynamic range is achieved by applying adaptive mesh refinement to both
gas dynamics and gravity calculations. The parallelization strategies implemented in
ART and Nyx employ both MPI and OpenMP. Multigrid is used to solve the Poisson
equation for self-gravity. In both codes, the same mesh structure that is used to update
fluid quantities is also used to evolve the particles via the particle-mesh method.
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However, the two codes differ fundamentally in their approach to adaptivity. ART
performs refinements locally on individual cells, and cells are organized in refinement
trees, whereas Nyx uses a nested hierarchy of rectangular grids with refinements of the
grids in space.

The ART code allows for modeling a wide range of physical processes. Specifically, the
current version of the code includes the following physical ingredients (in addition to
gravity, dark matter, and gas dynamics): (i) detailed atomic physics of the cosmic plasma,
including a novel method for modeling radiative cooling of the gas; gas cooling functions
implemented in ART are the most accurate of all existing cosmological codes; (ii) the
effects of cosmic radiation on the gas; and (ii1) formation of stars and their feedback on
the cosmic gas. All this functionality is directly relevant to our science goals. Nyx
contains the ‘stubs’ for attaching these types of additional physics packages.

8.1.3 HPC Resources Used Today

8.1.3.1 Computational Hours

The three allocations combined used 24M compute hours in 2012 at NERSC. One of
them (cusp repository) is primarily for